RONTO

Productivity, Non-Tariff
Measures and Openness

PRONTO

FP7-SSH-2013-2
GA: 613504
Start date of the project: 01/02/2014 - Project duration: 48 months

Deliverable N° 5.1

Deliverable name The Impact of NTMs on the Location of Economic
Activities and Inequalities in the EU

Work Package WP5 Analysing the impact that reduced or modified NTMs
have on European economic and social objectives.

Status-Version Working paper

Lead Participant Sussex/Surrey

Date (this version): February 2017 (subject to revision)

Date of paper: February 2017

EC Distribution Public

Abstract

In this paper we provide insights into the impact of NTMs on aggregate
country and regional productivity. More specifically, we first develop a model
characterized by costly trade, love of variety, heterogeneous firms, labour
mobility as well as endogenous markups and productivity. We subsequently
quantify the model using goods and services trade data as well as GDP and
population for European Economic Area (EEA) regions plus other OECD
countries. We finally assess the importance of NTMs for productivity,
markups, wages and population by performing a series of counterfactual
experiments. More specifically, we evaluate the impact of implementing the
Transatlantic Trade and Investment Partnership (TTIP) between the EEA and
the US. We also perform an additional counterfactual to further isolate the role
of NTMs: the exit of the UK form the EEA.

This project has received funding from the European Union's Seventh Framework Programme for research, technological
development and demonstration under grant agreement no. 61350




et 'O
PRONTQ institute

b
UNIVERSITAT
BERN

Estimating the costs and gains of TTIP and
BREXIT for EU regions*

Kristian Behrens® Giordano Mion¥

February 6, 2017

Abstract

In this paper we provide insights into the impact of NTMs on ag-
gregate country and regional productivity. More specifically, we first
develop a model characterized by costly trade, love of variety, het-
erogeneous firms, labour mobility as well as endogenous markups
and productivity. We subsequently quantify the model using goods
and services trade data as well as GDP and population for Euro-
pean Economic Area (EEA) regions plus other OECD countries. We
finally assess the importance of NTMs for productivity, markups,
wages and population by performing a series of counterfactual exper-
iments. More specifically, we evaluate the impact of implementing
the Transatlantic Trade and Investment Partnership (TTIP) between
the EEA and the US. We also perform an additional counterfactual to
further isolate the role of NTMs: the exit of the UK form the EEA.

Keywords: firm heterogeneity; endogenous markups; labour mobil-

ity; regions; gravity equation; non-tariff measures; TTIP; Brexit

JEL Classification: F12; R12; F15; F17

“We gratefully acknowledge financial support from the European Union Seventh Framework Pro-
gramme for Research, Technological Development and Demonstration under grant agreement no.
613504 (PRONTO).

+Department of Economics, Université du Québec a Montréal (EsG-uQam), Canada; Na-
tional Research University Higher School of Economics, Russian Federation; and cerr, UK. E-
mail: behrens.kristian@uqam. ca.

iDepar’tmemt of Economics, University of Sussex, UK; cep, UK; cepr, UK and cEsifo, Germany.

E-mail: g.mion@sussex.ac.uk



1  Introduction

The latter half of the 20th century saw a successful international effort to reduce
tariffs. These achievements, however, were undone by the subsequent proliferation
of non-tariff measures (NTMs) to limit international trade and investment. These
measures take a variety of forms and include safety regulations, environmental
standards, and corporate tax incentives, all of which influence both trade and in-
vestment. Within this context the EU funded research project Productivity, Non-
Tariff Measures and Openness (PRONTO) brings together a team of world-class
researchers from academia, policy organizations, and the private sector to offer a
comprehensive and unified approach to describing and measuring these NTMs and
their impact on a variety of social outcomes. PRONTO promises new and better
data, better methodologies, and better understanding of the impact of NTMs on in-
ternational investment and trade. Emphasis is placed on policy relevance and data
availability.

In this paper we provide insights into the impact of NTMs on aggregate country
and regional productivity as well as on population movements. More specifically,
we first develop a model, drawing upon Behrens et al. (2014) and Behrens et al.
(2017), characterized by costly trade, love of variety, heterogeneous firms, labour
mobility as well as endogenous markups and productivity. We subsequently quan-
tify the model using goods and services trade data as well as GDP and population
for European Economic Area (EEA) regions/countries plus other OECD countries:
Australia, Canada, Chile, Israel, Japan, Korea, Mexico, New Zealand, Turkey and the
US. In the first part of our analysis we quantity our model and do counterfactual
analysis at the country-level for both EEA and non-EEA countries. In the second
part of our analysis, we break down EEA countries into the corresponding NUTS-
2 regions. We finally assess the importance of NTMs for productivity, markups,
population and wages by performing a series of counterfactual experiments. More
specifically, we evaluate the impact of implementing the Transatlantic Trade and
Investment Partnership (TTIP) between the EEA and the US.

We separately consider a liberalization of trade in goods and a liberalization of
trade in services (as well as a join liberalization) with the latter being a much cleaner
instance in which NTMs represent the main existing obstacle to international trade.
We find that a liberalization of trade in services will have stronger impacts than a a
liberalization of trade in goods on EEA countries’ productivity. However, gains (and



losses) remain modest an in most cases below 1%. Interestingly, countries in the core
of the EEA (Germany, Belgium, the Netherlands, etc.) will mainly loose from TTIP
while peripheral countries will gain. At the same time, large city-regions (Paris,
London) tend to gain less/loose more from deeper service trade integration. The
reason is that their large size confer them an advantage that is larger the harder it is
to trade. As for population changes, they roughly mirror the pattern of productivity
changes and are overall modest. We also perform an additional counterfactual to
further isolate the role of NTMs: the exit of the UK form the EEA (Brexit). When
focusing on trade in services, we find in this scenario sizeable losses for many EEA
countries and in particular for the UK and Ireland (about -1.5% productivity each
and with a decrease in population of respectively 1.12% and 1.35%). Furthermore,
our results suggest changes induced by Brexit are likely to favor the larger city
regions at the expense of smaller regions.

The building blocks of our analysis are the models developed in Behrens et al.
(2014) and Behrens et al. (2017). As stated in Behrens et al. (2014), many general
equilibrium models of international trade yield equivalent results about the aggre-
gate impacts of trade liberalization for welfare and trade flows as captured by the
gravity equation (Arkolakis et al., 2012). However, models differ in their specific pre-
dictions along which margins an economy adjusts to freer trade. Recent workhorse
frameworks have focused on combinations of wages, productivity, and consump-
tion diversity as adjustment mechanisms, triggered by firm selection and market
share reallocations. Yet, those models do not come to grips with the fact that trade
integration also changes firms’ price-cost margins.

In this respect there has been vastly growing empirical interest in markups re-
cently, and important contributions by De Loecker (2011), De Loecker et al. (2016),
Feenstra and Weinstein (2017), Simonovska (2015), and others, have established
some basic facts: (i) markups differ substantially across firms even within industries,
and firms with lower marginal costs tend to charge higher markups; (ii) firms apply
different markups across different markets; and (iii) trade integration affects price-
cost margins. The main contribution of Behrens et al. (2014) is to develop a general
equilibrium quantifiable model of trade under monopolistic competition with vari-
able demand elasticity, heterogeneous firms, and multiple asymmetric countries.
Wages, productivity, and consumption diversity are all endogenously determined,
and in line with the facts (i)-(iii), markups differ across firms and across markets,
and respond to trade integration. We use this model in our analysis and further



allow for mobility of workers across space along the lines of Behrens et al. (2017).

The remainder of this paper is structured as follows. Section 2 develops the
model and analyzes its equilibrium properties. We lay out our model quantification
procedure in Section 3. In Section 4, we then run different TTIP counterfactuals to
quantify the impacts of (i) deeper goods-trade integration, (ii) deeper service-trade
integration, and (iii) both types of integration. We also consider, as an additional
counterfactual, the exit of the UK from the EEA (Brexit). Last, Section 5 discusses
the policy relevance of our finding and concludes. Technical details and proofs are
relegated to the Appendix.

2 Model

Our model builds on Behrens, Mion, Murata, and Stidekum (2014, 2017). There are
r =1,2,..., K countries or regions. For simplicity, we henceforth always use the
term regions. Region r has a population of L, workers who are also consumers.
Each individual supplies inelastically one unit of labor. Labor is the only factor of
production, and it is supplied locally (i.e., there is no cross-regional commuting).
However, we assume that individuals are mobile across countries and regions, i.e.,
they are free to pick their place of residence.

We first set up the model in Sections 2.1 and 2.2, and then analyze the firm-level
outcomes and the ‘short run” equilibrium — when people are immobile and do not
relocate across regions — in Section 2.3. We spell out the details concerning labor
mobility in Section 2.4.

2.1 Preferences and demands

There is a continuum of horizontally differentiated varieties of final consumption
goods and services. Consumers have identical preferences that display ‘love of vari-
ety’ and give rise to demands with variable elasticity. One key property of our model
is that the marginal utility at zero consumption is bounded. Hence, consumers will
not demand varieties for which the price (including trade costs) is too high. Those
varieties are not traded across regions/countries, as is often the case for numerous
services. Our model thus naturally applies to the analysis of the aggregate economy
in which goods and services co-exist.



Let psr (i) and gs, (i) denote the price and the per capita consumption of variety i
when it is produced in region s and consumed in region r. The utility maximization
problem of a representative individual in region r is given by:

max Ur = Z/_Q [1 - e_aqsr(j)]dj s.t. EL psr(j)QSr<j)dj =E, (1)

Qsr (])/ J €y

where o > 0 is a utility parameter, and where (2, denotes the endogenously de-
termined set of varieties produced in s and consumed in r. As shown in Appendix
A.1, solving (1) yields the following demand functions:
, E 1 ‘
QST(Z) = WZT - a {ll’l []ji;c( )} + hy }, Vi € g, (2)

where N is the mass of varieties consumed in region r, and

_ psr(J) | Psr ()
Py = ch/ par(j)dj and Z/ {NC ]Ncprdj

denote the average price and the differential entropy of the price distribution, re-
spectively.

As explained before, demand does not need to be positive if the price charged for
the variety is too high. Formally, as can be seen from (2), the demand for the local
variety ¢ (resp., the distant variety j) is positive if and only if the price of variety :
(resp., variety j) is lower than some choke price p?: ¢,-(i) > 0 if and only if p,(i) < p;
and ¢,,(j) > 0if and only if p,(j) < p?, where p? = N¢p,e*Fr/(NiPr)=hr depends on
the price aggregates p, and h,.

Using the definition of the choke price allows us to express the demands for local
and distant varieties concisely as follows:

o1 [ pd N

The price elasticity of the local variety ¢ (resp., the distant variety j) is given by

1/[aqrr(7)] (resp., 1/[agsr(5)])- Thus, if individuals consume more of those varieties,

which is for instance the case when their expenditure increases, they become less

price sensitive (see, e.g., Simonovska, 2015). Hence, the model allows us to take into

account the fact that richer consumers are less price sensitive than poorer consumers.
Last, since e=*4() = p,.(5)/pe, the indirect utility in region r is given by

U, = N¢ — Z/ Por(J d_NC(l—p:l). (1)

Dy




Expression (4) will prove useful to compute the equilibrium utility in the subsequent
analysis and to assess the welfare consequences of changing trade costs.

2.2 Technology and market structure

The production side of the model features heterogeneous firms as in Melitz (2003)
and Melitz and Ottaviano (2008). Prior to production, firms decide in which region
they enter and they engage in research and development. The labor market in each
region is perfectly competitive, so that all firms take the wage rate as given. Entry
in region r requires a fixed amount F,. of labor paid at the market wage w,. Each
firm 7 that enters in region r discovers its marginal labor requirement m,.(i) > 0 only
after making this irreversible entry decision. We assume that m,.(i) is drawn from
a known, continuously differentiable distribution G,." In what follows we assume,
for simplicity, that firms” productivity draws 1/m follow a Pareto distribution

et = ()

with region-specific upper bounds, m"® > 0, and a common shape parameter,

kE > 1. The Pareto distribution has been extensively used in the previous literature
on heterogeneous firms (e.g., Bernard et al., 2007b; Helpman et al., 2008; Melitz and
Ottaviano, 2008). It provides a good approximation of the distribution of firm sizes.

Shipments from region r to region s are subject to trade costs 7,5 > 1 for all
r and s, which firms incur in terms of labor. Put differently, the firm has to hire
7rs — 1 additional workers in order to ship the good from region r to region s.
Those additional costs include, e.g., transportation costs of the good per se, but
also different non-tariff barriers (NTB) that will be the key focus of our subsequent
quantitative analysis. Observe that these NTBs can differ across goods and services.

Since entry costs are sunk, firms will survive (i.e., operate) provided they can
charge prices ps,-(i) above marginal costs 7,sm,(i)w, in at least one region. This

'Differences in the sunk entry costs F,. and the productivity distributions G, across re-
gions/countries thus reflect production amenities such as startup costs, technology, and local knowl-
edge that are only partly transferable across space, as well as differences in the institutional environ-
ments in which firms operate. Firms take those differences into account when making their entry
decisions. Note that differences in start-up costs and institutions across countries are large (see,
e.g., the World Bank’s “Doing business” report; World Bank, 2016). Our model allows us to recover
an implicit measure of these technological and institutional differences across regions/countries in
equilibrium.



usually includes the region the firm is located in, but the model allows for situa-
tions where a firm can survive only because of its distant demand and does not
sell anything to its local market. While this situation seems not very relevant in an
international context, it clearly is at smaller geographic scales such as the interre-
gional context that we will focus on in what follows. The surviving firms produce
in the region where they enter. We assume that firms do not relocate, i.e., once lo-
cation choices have been made there is no relocation. Adding relocation makes the
model complicated since it requires to deal with the spatial sorting of firms along
productivity (see, e.g., Gaubert, 2015, for a model dealing with that question).

In line with empirical evidence, we assume that product markets are segmented,
i.e., resale or third-party arbitrage is sufficiently costly, so that firms are free to price
discriminate between regions. This is even a feature of a priori integrated economic
areas such as the eu. There is substantial evidence that international product mar-
kets are segmented so that firms can do ‘pricing-to-market’ (see, e.g., Haskel and
Wolf, 2001; Simonovska, 2015). While regions are a priori more integrated than
countries, deviations from the law-of-one-price also apply there, as, e.g., seen from
interregional border effects (Wolf, 2000).

The operating profit of a firm 7 located in region r is then as follows:

(i) = ZWTS(i) = ZLSQTS(i) [prs(i) — Trsmy (i)wr], (5)

where 7,5(i) is the operating profit in market s, and ¢,s(¢) is given by (3). Each
surviving firm maximizes (5) with respect to its prices p,s(i) separately. Because
there is a continuum of firms, no individual firm has any impact on p¢, so that the
first-order conditions for (operating) profit maximization are given by:

Pf . prs(i) - Trsmr(i)wr .
In [pm(l_)} = pm(i) , Vi€ (2. (6)

A price distribution satisfying (6) almost everywhere is called a price equilibrium.
Equations (3) and (6) imply that ¢,s(i) = (1/@)[1 — 7psm,(i)w,/prs(i)]. Thus, the
minimum output that a firm in » may sell in market s is given by ¢,s(i) = 0 at
prs(i) = 1psmy(i)w,. This, by (6), implies that p,s(i) = p?. Hence, a firm located in
r with draw m¥, = p?/ (75w, ) is just indifferent between selling and not selling to

s, whereas all firms in r with draws below mj, are productive enough to sell to s.
In what follows, we refer to m%, = m? as the local cutoff in region s, whereas m?,

ss —



with r # s is the ‘export” cutoff from region r to region s. Export and local cutoffs
are linked by the following relationship:

Tss W d
Mys = —=—>mj. 7)

Trs Wy

Expression (7) reveals how trade costs and wage differences affect firms’ abilities
to break into different markets. In particular, when wages are the same in the two
regions (w, = ws) and trade is costless (755 = 1), all export cutoffs must fall short
of the local cutoffs since 7, > 1. Breaking into market s is then always harder for
firms in r # s than its local competitors in s, which is the standard case considered
in the literature (e.g., Melitz, 2003; Melitz and Ottaviano, 2008).?

Given the cutoffs (7) and the mass of entrants N, only N} = NF G, (max, {mZ})
firms survive, namely those which are productive enough to sell at least in one mar-
ket (which, as mentioned before, need not be their local market). The mass of
varieties consumed in region r is given by

Ni =Y NFGs(m3,), ®)
S
which is the mass of all firms that are productive enough to sell to market r. Welfare
changes in region r will be intimately linked to changes in /N{ because consumers
value variety in consumption.

2.3 Equilibrium with immobile labor

We now solve for the general equilibrium of our multi-regional trade model with
heterogeneous firms. To do so, we first need to derive the firm-level outcomes in
terms of prices, quantities, and profits. We relegate that part of the analysis and the
corresponding technical details and expressions to Appendix A.2. We next need to
consider three sets of equilibrium conditions. First, for each region, zero expected
profit holds. Using equation (5), the zero expected profit condition (henceforth, zep)
is given by

ZLS /Om”" [prs(m> - Trsmwr] QTs(m)dGr(m) = Fw,. (9)

*However, in the presence of wage differences and intra-regional trade costs 7., the local cutoff
need not be larger than the export cutoff in equilibrium. The usual ranking m? > mZ; prevails only

when Tsswg < TpgWy.



Second, since there is no interregional commuting, local labor markets clear in each
region. The labor market clearing condition (henceforth, LMC) requires that

x
Mg

NE [ZLSTTS mgrs(m)dGy,(m) + F,| = L. (10)
A 0

Condition (10) states that the labor hired by firms to produce for both the local
and the different distant markets, including the labor used to overcome trade costs
and the labor hired to pay for the sunk entry costs (irrespective of whether the
firm survives subsequently or not), sums to the regional labor endowment. The
latter will be endogenously determined by the location decisions of interregionally
mobile individuals.

Last, trade must balance for each region, which is equivalent to saying that each
consumer’s budget constraint is satisfied with equality in each region. The trade bal-
ance condition (henceforth, TBC) for region r requires that the total value of exports
equals the total value of imports, and it is given by

I
ST‘

NE L L [ b m)ars (m)dG(m) = Ly T NE [ () (m)dGa(m).— (10)
sEr shr

The 3 x K general equilibrium conditions (9)—(11) depend on 3 x K unknowns:
the wages w,, the masses of entrants N,E, and the local cutoffs m;’l. Once the local
cutoffs and the wages have been determined, the export cutoffs m;’; can be computed
by using (7). Before proceeding, we simplify the general equilibrium conditions by
using the Pareto parametrization and the results from Appendices A.2 and A.3.
Using those results, the zep, Lmc and TBC conditions can be rewritten as follows:

Trs Wy

Teow k+1
max ZL Trg <SSS g) , (12)

k+1
Tss W
NrE ok ZL sTrs (SSS g) +F| =Ly, (13)

Trs Wy

[O{ mma

NE k+1 N k+1
UJrk Z LsTrs (TSSU}Smg> — L ZTST Ws (Wu)rmﬁ> , (14)

(mmax sr Trs Wy sEr mmax Tsr Wg

where ;™ = [0 F, (m™)*]/k, is a bundle of parameters that captures ‘technolog-
ical possibilities”. Note that ;;'®* is region-specific and depends on both the sunk
entry costs F;. and the upper bounds of the underlying productivity distribution

9



m®. Thus, this bundle of parameters captures the local production amenities that
are not transferable across space. It also subsumes aspects of the institutional envi-
ronment of the region/country.

Combining (12) and (13), we obtain

E R2 Lr

N7 = —,
" k1 + Ko Fr (15)

which implies that more firms choose to enter in larger markets and in markets with
lower entry requirements. Adding the term in r that is missing on both sides of (14),
and using (12) and (15), we then obtain the following relationship:

1 merwr \F 1
d)k+1 —ZS:LSTM - ,U,fgnax' (16)

(mr Tsr Ws

The 2 x K conditions (12) and (16), obtained by substituting out the equilibrium

masses of entrants N,E, summarize how wages and cutoffs are related in general
equilibrium, given the regional population sizes, technological possibilities, and
trade costs.

Using these expressions, we can furthermore show that — in equilibrium — the
mass of varieties consumed in region r is inversely proportional to the domestic
cutoff, while the (expenditure share) weighted average of markups that consumers
face is proportional to the local cutoff (see Appendix A.4 for the derivations):

1 o
NG = — ¢ 1
" K1 + Ko Trpmd (17)

mI
E sr psr(m)QSr(m)
1 Zs NS /O E, AST(m)dGS(m) _ ’i’ﬂ’rrmg
" Zs NSEGS(mgr) o '

(18)

where k1, Ky, and k3 are positive constants that depend only on the common shape
parameter k of the Pareto distribution.3
Under the Pareto parametrization, average productivity in region r is simply

31t can be seen from (17) and (18) that there are pro-competitive effects in our model, since Z: =
[k3/ (K1 + K2)](1/NE) decreases with the mass of competing firms in region r.

10



proportional to the inverse of the local cutoff:4

1 | k. 1
A= ——— —daG, =" -

Finally, the indirect utility in region r can be expressed as
1 Q 1 K3
U - - 1 - - 1 ) 20
e et il e et

r

which implies that tougher selection (lower m?) and fiercer competition (lower )
both translate into higher welfare in region 7.5

2.4 Labor mobility and spatial equilibrium

Until now, we have taken the regional population sizes L, as given. We now endo-
genize them by allowing individuals to move across regions to exploit differences
in real incomes. To this end, we introduce taste heterogeneity in residential loca-
tions into our model. This is done for two reasons. First, individuals in reality
choose their location not only based on wages, prices, and consumption diversity
that result from market interactions, but also based on non-market features such as
amenities (e.g., climate or landscape) and local social networks. The relatively low
interregional mobility in Europe suggests that regional attachment is an important
feature of individual location choices, and regional amenities and social networks
certainly play a key role there (e.g., Faini et al., 1997; Faini, 1999). Second, indi-
viduals do not necessarily react in the same way to regional gaps in wages and
cost-of-living. Such taste heterogeneity offsets the extreme — and counterfactual —

4Alternatively, we can use the average (variable) labor productivity

-1
3 (k;j + 1)2 1
- . md’
k; m
which generates quantitatively the same percentage productivity changes as A;.
5Alternatively, we have U, = [1/(k + 1) — (k1 + k2)] NS, i.e., the indirect utility is proportional

A= /Omj ¢;(m)dG; (m)

. |: 07”]' mq; (m)dG] (m)

to the mass of varieties consumed. The welfare gains come from imported varieties (Broda and
Weinstein, 2006), as the mass of domestic varieties N;”G,(m?) decreases when trade integration
reduces the cutoff m¢. This finding is in line with those by Feenstra and Weinstein (2017), who show
that new import varieties have contributed to Us welfare gains even when taking into account the
displaced domestic varieties.

11



outcome that often arises in typical agglomeration models with mobile individuals,
namely that all mobile economic activity concentrates in a single region (Tabuchi
and Thisse, 2002; Murata, 2003).

We assume that the location choice of an individual ¢ is based on a linear random
utility Vf =U,+ A+ §f, where U, is given by (20) and A, subsumes region-specific
amenities that are equally valued by all individuals. We usually do not observe A,
(or observe it only very imperfectly). The random variable ¢! captures idiosyncratic
taste differences in residential location, subsuming many unobserved features such a
social networks, amenities, and family ties. Following McFadden (1974), we assume
that the ¢! are i.i.d. across individuals and regions according to a double exponential
distribution with zero mean and variance equal to 723%/6, where 3 is a positive
constant. Since 3 has a positive relationship with variance, the larger the value of j,
the more heterogeneous are the consumers’ attachments to each region. This makes,
everything else equal, the population less sensitive to differences in regional utility
differences that stem from differences in prices and wages.

Given the population distribution, an individual’s probability of choosing region
r can then be expressed as a logit form:

> _ exp((Ur + 4;)/B) _
Y exp((Us + A5)/ 8)

For the distribution of population across regions to be non-degenerated, we assume

P, =Pr (VrZ > max V/ (21)

s#r

that 8 > 0 in the subsequent analysis.® A spatial equilibrium is defined as a distribu-
tion of population across regions such that

L,
YR LS

In words, a spatial equilibrium is a fixed point where the choice probability of each

P, = vr. (22)

region is equal to that region’s share of the economy’s total population. This is a
direct consequence of the law of large numbers. In theory, there can be multiple
regional population distributions satisfying (22). However, this is not an issue given
the aim of our paper. Indeed, in Section 3.3, when we fit our model to data, we
plug the observed regional population shares into the right-hand side of (22) and

®If B — 0, which corresponds to the case without taste heterogeneity, people choose their location
based only on U, + A, i.e., they choose the region with the highest U, + A, with probability one.
By contrast, if 3 — oo, individuals choose regions with equal probability 1/ K. In that case, regional
tastes are extremely heterogeneous, so that U, 4 A, does not affect location decisions at all.

12



uniquely back out (U, + A,)/f such that this population distribution is a spatial

equilibrium.

3 Quantification

To take our model to the data, we first derive a system of gravity equations and
restate the general equilibrium conditions of the model. The gravity equation is
required to estimate the trade frictions for goods and service trade from the data,
whereas the general equilibrium conditions are required to take the model struc-
turally to the data and to simulate the counterfactual impacts of the changes in
trade barriers.

3.1 Gravity equation system

We now derive a system of gravity equations that will be useful for taking the model
to the data. The value of exports from region r to region s is given by

Xrs = NrELs/O T;)rs<m>Q7"s(m)dGr(m)~

Using (7), (A-3), (15), and the Pareto distribution for G, (m), we obtain the following
gravity equation:

, k+1 B
Xrs = LyLer Pt (ws/wr)lﬁ—lwr (mg) (1) L (23)

As can be seen from (23), the value of shipments depend on bilateral trade costs
7,5, internal trade costs in the destination region 7, origin and destination regional
wages w, and w,, the destination region cutoff mgl, and the origin region’s techno-
logical possibilities ;. It is also increasing with the destination region’s number
of consumers, L, and the origin region’s labor supply. A higher relative wage
ws/w, raises the value of exports as firms in r face relatively lower production costs,

whereas a higher absolute wage w, raises the value of exports by increasing export
d

prices p,s. Furthermore, a larger m

raises the value of exports since firms located in
the destination are on average less productive. Last, a lower ;"®* implies that firms
in region r have higher expected productivity, which raises the value of their ex-

ports. From the zcr and the zep conditions, we further obtain the following general

13



equilibrium conditions:

k+1
= Dt () e
r - s'rs TTS U}T S 7
k
1 Tor w,n> 1
_— = LT _— . (25)
(mg)kﬂ ; o <7's7‘ Ws g g

The 2 x K general equilibrium conditions (24) and (25) summarize the interactions
between the endogenous variables, namely the K wages and the K cutoffs. These
conditions are reminiscent of those in Anderson and van Wincoop (2003), who ar-
gue that general equilibrium interdependencies need to be taken into account when
conducting a counterfactual analysis based on the gravity equation.

Interestingly, the gravity equation system (23)—(25) is, indeed, akin to that in
Anderson and van Wincoop (2003). To see this, let Y, = w, L, be the labor income
of region r. Define the total labor income in all regions as Y,, = ) . w,L, and the
labor income share of region r as 0, = Y, /Y,,. Also define the multilateral resistance
terms as follows:

@r_k — O_Tl?—i—llu;naxLT—k—l (26)
woh = ot md) ML (27)
Then, our gravity equation system (23)—(25) can be rewritten as follows:

Y, Y Trs "
rs — 8
X Yir (@%) (28)

—k

5t = Lo <¢> (20)
—k

lI/;k = ZO‘U (Zj) , (30)

v

which is the same as the gravity equation system (9)—(11) in Anderson and van
Wincoop (2003), except that their exponent capturing the elasticity of substitution
is replaced by the shape parameter k of the Pareto distributions. Assuming that
Trs = Tsr, 1.€., trade costs are symmetric as in Anderson and van Wincoop (2003), we
know that (29) and (30) yield a solution ¢, = ¥, that solves the equations

@T_k = Zavﬂqjkéﬁq’f. (31)

We will use this property in the subsequent analysis as it greatly simplifies our
quantification procedure.
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3.2 Data

In order to make our model operational we need data on trade costs as well as on
GDP and population. In order to recover trade costs we build on a gravity approach
consistent with (28) and use data on trade in goods (services) coming from the COM-
TRADE (ITS) database provided by the United Nations (Eurostat) for the period
2010-2013. We also consider the usual set of gravity equation covariates provided by
the Centre d’Etude Prospectives et d'Informations Internationales (CEPII): distance
(drs), an ex-colony dummy (Colony,s), a common language dummy (Lang,s), a com-
mon border dummy (Border,;) as well as a dummy indicating whether countries r
and s belong to the European Economic Area or not (EEA,).

As for population and GDP we borrow this data from the Eurostat Regio Database
(for EEA regions) and the World Economic Outlook Database provided by the IMF
(for non-EEA countries). Data on population and GDP refers to the year 2014. Coun-
tries included in our analysis are all current members of the EEA but Luxembourg
plus other OECD countries: Australia, Canada, Chile, Israel, Japan, Korea, Mexico,
New Zealand, Turkey and the US. In the first part of our analysis we quantity our
model and do counterfactual analysis at the country-level for both EEA and non-
EEA countries. In the second part of our analysis, we break down EEA countries
into the corresponding NUTS-2 regions. We use the GDP of country/region r as a
measure of Y;,, population as a measure of L, and GDP per capita as a proxy for w,.

3.3 Quantification procedure

We now explain the numerical procedure that we implement to calibrate the model
to the initial equilibrium. The steps of our numerical procedure work as follows.

1. We specity trade costs as 7,; = d) e EEArs gth Colonyrs o3 Langrs gbaBorgerrs We are
particularly interested in the coefficient corresponding to membership of the
EEA: 6,

2. Given our specification of trade costs 7,5, the gravity equation (28) can be
rewritten in log-linear stochastic form as follows:

InX,s =c—kinrs+kInd, + kIn¥, + ¢, (32)

where ¢, is an error term with the usual properties. We estimate (32) at the
country-level for our group of EEA and non-EEA countries. We do this in a
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way that is consistent with (28) by using origin and destination fixed effects to
control for multilateral resistance terms &, and ¥;.” In Behrens et al. (2014),
we also quantify the value of k. To this end, we compute the productivity
advantage of us exporters from a random sample of firms drawn from the
fitted productivity distributions of our model. We repeat this procedure for
different values of £ until our sample matches the 33% productivity advantage
of us exporters in 1992, which is reported by Bernard et al. (2003). See Behrens
et al. (2014) for details. Here, we use their value of k = 8.5 in the analysis.

. Using estimates from the log-linear stochastic gravity regression (32), we con-
struct trade costs. In the first part of our analysis we quantity our model
and do counterfactual analysis at the country-level for both EEA and non-EEA
countries and so compute trade costs across countries. In the second part of
our analysis, we break down EEA countries into the corresponding NUTS-2
regions and thus compute trade costs across EEA regions and non-EEA coun-

tries.8

Trade costs enter the gravity equation (28) as 7,,* = ¢,s € (0,1) where ¢, is
an inverse measure of trade costs, i.e., the freeness of trade, and so we actually
compute a measure of freeness of trade corresponding to the initial trading
equilibrium. We do this separately for goods and services gravity regressions
and then average the two sets of ¢,; by using world trade shares of trade in
goods (75%) and services (25%).

. We observe the initial values of regional/national populations LY and GDP
w?LY from the data and so we can compute income shares ¢”. Since our trade
costs are symmetric, we solve the system

k=Y o)r ok, (33)

7We do not make use of the full general equilibrium system. Doing so makes actually little

difference. See Behrens et al. (2014) for an estimation of the full system using us-Canada data.
SWe assign trade costs between, for example, any UK NUTS-2 region and the US to be the same

and equal to the trade costs between the UK and the US computed from (32). As for trade costs

between the NUTS-2 regions of, for example, London and Rome we use country-level values for

variables other than distance while for the latter we actually use the distance between London and

Rome, along with our estimate of v, to compute the distance-related component of trade costs.
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for the &, terms. Call that solution (52, where the hat stands for ‘quantified’
and where 0 is the initial iteration.

5. Using (26) and (27), we solve

~n. —k _ . .
(@) " = (o) P md) LY
~n\ —k —f—
(@) " = (o) (L))

for the cutoff (m?)? and the unobserved upper bounds 7im@x.

6. Using (m)?, we use (20) to compute the indirect utility due to the consump-
tion of the differentiated varieties:
a 1 1 1 1

ﬁozi _1 — X ——F.
P [T D b)) 0 S 7y ()0 (54)

We compute this up to a scaling that does not matter for the equilibrium (the
level of utility is immaterial, and it cannot be meaningfully used).

7. Finally, we calibrate the model to replicate the initial distribution of population
as an equilibrium. To this end, we use the initial populations and solve the logit
equation system (21) as follows:

LY exp(Dy)
Yo LY Ysexp(Ds)’
for the D, terms, using a linear random utility (LRU) as explained in Section 2.4.

Using the quantified values of D? and U we have A, = DY — UY. These are the
(observed and unobserved) amenities that sustain the spatial equilibrium that

(35)

we observe from the data. These amenities will be held fixed in the counter-
factuals, just as the upper bounds zi;"** are held fixed. Note that we use equal
weighting of utility and amenities in what follows. This has no strong implica-
tions for our results. We could use different weighting schemes, notably ones
that are estimated using available amentiy data and geological instruments to

deal with potential problems of reverse causality (see Behrens et al., 2017).

The foregoing seven steps allow us to bring the model to the data and to replicate
the observed regional population distribution as a spatial general equilibrium of the
model.
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3.4 Gravity estimation results

Table 1 below reports country-level gravity estimation results for goods (column 1)
and services (column 2). As one can notice all coefficients are significant and have
the usual sign and magnitude. In particular, the EEA dummy is positive and sign-
ficant for both goods and service while being larger in the latter. Using estimates
from Table 1 we construct trade costs corresponding to the initial trading equilib-
rium. In the first part of our analysis, we quantity our model and do counterfactual
analysis at the country-level for both EEA and non-EEA countries and so we use
trade costs at the country-level. In the second part of our analysis, we break down
EEA countries into the corresponding NUTS-2 regions and so compute trade costs
across EEA regions and non-EEA countries. In particular, we assign trade costs be-
tween, for example, any UK NUTS-2 region and the US to be the same and equal to
the trade costs between the UK and the US computed from (32). As for trade costs
between the NUTS-2 regions of, for example, London and Rome we use country-
level values for variables other than distance while for the latter we actually use the
distance between London and Rome, along with our estimate of v, to compute the
distance-related component of trade costs.

We do this separately for goods and services gravity regressions and then av-
erage the two sets of ¢, by using world trade shares of trade in goods (75%) and
services (25%). Then, we also construct the counterfactual freeness &y that would
prevail in each of the counterfactual scenarios we consider. In what follows, the
counterfactuals we consider are those where trade (either in goods, or in services,
or both) between the us and the Eu would not be subject to additional non-tariff
barriers (which would be the case if TIPP ever comes into effect). To implement
this, we update the dummy variable FEA,; by imposing it is equal to 1 if » and s
belong to the EEA+US set and zero otherwise. With the counterfactual E/'ETLXTS in
our hands we then compute the counterfactual freeness 5Ts. When we consider, as
an additional counterfactual, the exit of the UK from the EEA we employ a simi-
lar strategy by removing the UK from the set of EEA countries and updating the
dummy FEA,,, and so the measure of trade freeness, accordingly.
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Table 1: Gravity estimation results for goods (column 1) and services (column 2)

Goods Services

Distance -1.411%  -1.1117
(0.042)  (0.050)
EEA dummy 0.273% 0.337°
(0.093)  (0.160)
Colony dummy 0.169°  0.581¢
(0.101)  (0.088)
Language dummy 0.348*  0.118¢
(0.061)  (0.067)
Border dummy 0.326%  0.447%

(0.079)  (0.086)

Year dummies Yes Yes
Origin and Destination dummies Yes Yes
Observations 5,928 3,836
R? 0.891 0.873

Robuts standard errors in parentheses. “°¢ indicate
the significance of the coefficient, * p<o.o1, b p<o.05,
¢ p<o.1.

4 Counterfactuals

We now run a series of counterfactual exercises to gauge the potential impact of
freer trade in (i) services, (ii) goods, or (iii) both with the Us on Eu countries and
their regions. We also consider, as an additional counterfactual, the exit of the UK
from the EEA (Brexit). To this end, we shock the initial equilibrium and let the
system settle into a new equilibrium, taking into account all general equilibrium
effects and the mobility of people. Doing so will allow us to simulate the impacts
of different trade integration scenarios, taking into account how prices, wages, and
the distribution of population across European regions change in response to those
shocks.
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4.1 Numerical procedure for the counterfactuals

Formally, running our counterfactuals entails the following steps:

1. We shock trade costs in different ways. Assume that they change from 7, to 7,5
(e.g., reducing all NTB's with the U.S. to the intra-EU level). We first eliminate
¥, from (29) by substituting (30) to obtain:

~—k
_ Oy,
w:z—; —. (36)
v SvU
oo [ T2
2o (7

Plugging (26) into both sides of (36) yields a system of equations that depends
on the labor income shares o, only as follows:

t=—k

k+1- t IuTry
(Ur) iy (L) Z Z k~7k AmaX) (Lt)kJrl’ (37)

where superscript t denotes the current iteration of the system (¢ = 0 at the be-
ginning of the counterfactual). This system of equations holds exactly — since
it has been calibrated in that way — at the initial shares ¢ and populations L2,
given initial trade costs 7,; and the upper bounds "®*. However, it no longer
holds for the counterfactual trade costs 7,;. We hence solve that system for
the new income shares o/*! that make it hold with equality. Since the system
is not independent, we drop one of the equations and impose the constraint
that the income shares sum to one: ), 0, = 1. The new labor income shares
ol*1 are those that would prevail after the shock and conditional on the old
population distribution of the previous iteration ¢.

2. Using
Gk = (1R gmax )=k
we solve for the new multilateral resistance terms, ¢+, given the initial pop-
ulation distribution at iteration ¢ and the new income shares at iteration ¢ + 1.
Using those terms, we then solve
@) = (o) R ) R (L)

for the new cutoffs m&‘*1,
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3. We construct the new utility

frrig L1
" Try T/T\L:l-’t—’_l

associated with the new cutoffs. Given the trade shock, these utility levels will
have changed from the intial equilibrium. Hence, the spatial allocation is no
longer an equilibrium, i.e., some individuals have incentives to change location

in order to take advantage of changes in prices and wages.

4. We hence solve
L, exp(4,+ U
YoLls Y, exp(?lS + (7§+1)’

for the new population distribution L., Since the system (38) is not inde-

(38)

pendent, we drop one equation and recoup the final population by using the
adding-up constraint L = Y, L!*! at all periods ¢ (the total population of the
system is held constant).

5. We go back to step 1 of the procedure. Since the populations have changed,
the income shares need to adjust to solve (37). We solve for the new shares
and iterate steps 1—4 of the above procedure until convergence is achieved.
Letting L' denote the vector of populations across regions at iteration ¢ of the
algorithm, we define convergence as ||L‘*1 — L!|| < ¢, i.e., when the change in
population between two consecutive iterations becomes sufficiently small.

In Behrens et al. (2017) we prove existence and uniqueness of the initial equi-
librium, and we also show that any shock to the system leads (conditional on the
initial equilibrium) to a unique counterfactual equilibrium. Hence, our framework
is well-suited to investigate the implications of a trade shock on prices, wages, and
the regional distribution of population.

4.2 Results

We present two series of results. First, we will work at the country level, but we
allow for mobility of labor across countries. Second, we will work at the regional
level, and allow for labor mobility across both countries and regions.
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4.2.1  Countries

Table 2 summarizes our key results from the different counterfactuals that we run.
We are especially interested in columns (1) and (5) which summarize the changes
in cutoffs and welfare for the different counterfactuals. As we explained before,
changes in cutoffs directly map into changes in productivity (since under the Pareto
distribution, the inverse of the cutoffs are proportional to the productivity). Ta-
ble 3 summarizes the counterfactual productivity changes under our different trade
integration scenarios.

Three key findings are worth noting from Tables 2 and 3. First, the general pat-
tern is as in our companion paper where we look at the impacts of service and goods
trade integration with the us while abstracting from labor mobility. Actually, as can
be seen by comparing columns (1) in Table 2 with the same column in the other pa-
per, the effects of integration on cutoffs and productivity are roughly similar in the
two approaches, with the effects being marginally stronger if we take into account
labor mobility. The reason is that areas that ‘gain” attract migrants, which enlarges
the local market size and leads to a slight amplification of the productivity gains (see
Table 3). Second, we again see that there is a ‘core-periphery’ patter as to who looses
and who gains. While outsiders to the trade liberalization (e.g., Canada, Australia,
Japan, Turkey, Mexico and the other trading partners of the us and EU) experience
productivity losses due to the integration, we also have an unequal distribution of
gains within the Eu. While small countries (Malta, Cyprus) and countries located
in the heart of Europe (Austria, Netherlands, Belgium, Germany) are predicted to
loose, countries that have less ‘central” access to the Eu markets are predicted to win
(Spain, Portugal, Romania). Note also that Great Britain and France are predicted to
win from deeper integration with the us, whereas Ireland (quite surprisingly) might
loose. The latter effect is due to Ireland’s privileged position with respect to the us,
which is likely to erode as barriers of other EU countries with the us fall.

Actually, it is easier to visualize the results graphically using maps. Figures 1
to 3 depict the geographic distribution of productivity changes for service trade lib-
eralization, goods trade liberalization, and both types of liberalization, respectively.
Blue indicates a gain while yellow indicates a loss. Deeper blue colors indicate larger
gains, and deeper yellow colors indicate larger losses. The geographic pattern we
just described is very visible from those figures, with the ‘heart of Europe’ loosing,
while the periphery and the Scandinavian countries generally stands to gain. Fig-
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Table 3: Counterfactual productivity and population changes (country-level analysis).

(@ (2 3

TIPP Brexit
% change productivity % change population % change productivity % change population
150 Country services goods both services goods both services services
1 AUS Australia -0.361 -0.053 -0.411 -0.283 -0.041 -0.322 0.147 0.174
2 AUT Austria -0.159 -0.020 -0.178 -0.116 -0.014 -0.130 0.072 0.083
3 BEL Belgium -0.262 -0.033 -0.293 -0.211 -0.026 -0.236 -0.044 -0.052
4 BGR Bulgaria 0.058 0.012 0.069 0.027 0.005 0.031 0.008 0.042
5 CAN Canada -0.588 -0.086 -0.670 -0.442 -0.064 -0.503 0.138 0.173
6 CHE Switzerland -0.253 -0.031 -0.283 -0.330 -0.040 -0.367 0.108 0.077
7 CHL Chile -0.419 -0.061 -0.478 -0.076 -0.011 -0.087 0.040 0.171
8 CYP Cyprus 0.168 0.027 0.193 0.092 0.015 0.106 -0.024 -0.059
9 CZE Czech Republic -0.135 -0.016 -0.150 -0.030 -0.003 -0.032 0.024 0.063
10 DEU Germany -0.150 -0.016 -0.165 -0.101 -0.010 -0.110 -0.006 -0.010
11 DNK Denmark -0.071 -0.004 -0.075 -0.050 -0.001 -0.051 -0.020 -0.022
12 ESP Spain 0.661 0.089 0.743 0.343 0.047 0.387 -0.003 -0.010
13 EST Estonia 0.164 0.033 0.196 0.074 0.014 0.088 0.006 0.013
14 FIN Finland 0.164 0.034 0.197 0.145 0.029 0.172 0.020 0.024
15 FRA France 0.160 -0.003 0.158 0.133 0.001 0.133 -0.049 -0.070
16 GBR Great Britain 0.279 0.036 0.314 0.233 0.031 0.262 -1.120 -1.470
17 GRC Greece 0.082 0.016 0.097 0.048 0.009 0.056 0.019 0.047
18 HRV Croatia -0.045 -0.002 -0.046 0.007 0.002 0.010 0.012 0.041
19 HUN Hungary -0.055 -0.004 -0.058 0.004 0.002 0.006 0.015 0.051
20 IRL Ireland -0.152 0.012 -0.139 -0.117 0.013 -0.102 -1.347 -1.522
21 ISR Israel -0.358 -0.053 -0.409 -0.195 -0.028 -0.222 0.117 0.194
22 ITA Italy -0.044 0.001 -0.042 -0.007 0.003 -0.003 0.022 0.036
23 JPN Japan -0.323 -0.047 -0.369 -0.169 -0.025 -0.193 0.093 0.158
24 KOR South Korea -0.320 -0.047 -0.365 -0.132 -0.019 -0.150 0.075 0.157
25 LTU Lithuania 0.127 0.027 0.153 0.055 0.011 0.065 0.002 0.001
26 LVA Latvia 0.158 0.032 0.189 0.061 0.012 0.073 0.001 -0.003
27 MEX Mexico -0.546 -0.080 -0.622 -0.084 -0.012 -0.095 0.031 0.154
28 MLT Malta 0.080 0.040 0.119 0.049 0.018 0.067 -0.034 -0.093
29 NLD Netherlands -0.208 -0.026 -0.232 -0.166 -0.020 -0.184 -0.083 -0.095
30 NOR Norway 0.159 0.037 0.194 0.243 0.055 0.295 -0.125 -0.090
31 NZL New Zealand -0.367 -0.054 -0.419 -0.208 -0.030 -0.237 0.107 0.170
32 POL Poland -0.076 -0.007 -0.082 -0.002 0.001 -0.001 0.019 0.067
33 PRT Portugal 0.177 0.045 0.221 0.084 0.019 0.103 -0.007 -0.023
34 ROM Romania 0.127 0.024 0.150 0.041 0.007 0.048 0.006 0.023
35 SVK Slovakia -0.076 -0.007 -0.082 -0.007 0.001 -0.006 0.020 0.055
36 SVN Slovenia -0.139 -0.017 -0.155 -0.041 -0.004 -0.045 0.031 0.069
37 SWE Sweden 0.060 0.018 0.078 0.073 0.019 0.092 -0.013 -0.016
38 TUR Turkey -0.439 -0.065 -0.501 -0.062 -0.009 -0.071 0.044 0.229
39 USA United States 0.143 0.021 0.162 0.135 0.020 0.154 0.148 0.179

Notes: The Table provides counterfactual average productivity and population changes for the countries considered in our analysis stemming from the 4 counterfactual
scenarios we consider: i) TIPP between the US and the EU on services trade only; ii) TIPP between the US and the EU on goods trade only; iii) TIPP between the
US and the EU on both goods and services trade; iv) Exit of the UK from the EU.

ures 4 to 6 depict the associated changes in population, which are also summarized
in column (2) of Table 3. As one can see, the geographic pattern is the same than
for changes in productivity: regions that loose productivity quite naturally loose
population, and this reinforces slightly the productivity loss.

Last, the gains from service liberalization are a magnitude larger than the gains
from goods liberalization. This is expected, since service trade between the us and
the Eu is far less integrated than goods trade. Our results suggest that there is a
strong rationale for focusing on deeper service-trade integration, whereas there is
little to be gained from further goods market integration (at least when integration
is bringing the level of trade frictions to the one currently prevailing within the Ev).
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Figure 5: Population changes, goods trade liberalization with the us (country-level analysis).
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Brexit. We now simulate the exit of the uk from the European Union (Brexit). Fig-
ures 7 and 8 depict our results for the case of productivity and population changes,
respectively. The two big loosers from Brexit are the UK and Ireland, who see their
productivity fall by 1.47% and 1.52%, respectively. The corresponding population
losses are 1.12% for the UK and 1.35% for Ireland. The largest winner in the EU is
Switzerland, whose productivity increases by 0.11% and who experiences popula-
tion growth of 0.078%. A full set of results for all countries is provided in column
(3) of Table 3.
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4.2.2 Regions

While Table 3 summarizes our key results from the different counterfactuals that we
run at the country level, that table masks a substantial amount of within-country
heterogeneity. Regions within countries are asymmetrically exposed to trade in-
tegration, depending on their geographic position, size, and the country they be-
long to. We hence now present results for the counterfactual trade liberalization in
goods and services (or both) with the us, by breaking down the EU countries into
their NuTs2 regions. Together with the rest-of-the-world countries we hence run
the model for 286 regions in total (276 NuTs2 regions, and 10 other OECD trading
partners.

Figures 9 to 11 visually depict the regional productivity changes due to deeper
trade integration, for services, for goods, and for both, respectively. Figures 12 to
14 visually depict the same information for regional population changes. As can
be seen, the national ‘core-periphery” pattern of the productivity and population
changes persists, though there are some exceptions. First, large city-regions (Paris,
London) tend to loose from deeper service trade integration. The reason is that their
large size confer them an advantage that is larger the harder it is to trade. In other
words, local size matters the most when trade is quite costly. In that respect, lib-
eralizing service trade is likely to hurt the large city regions by making their local
market size less relevant. Second, Ireland actually gains from service trade liberal-
ization when considered at the regional level, whereas it looses when considered at
the national level.

Figure 15 depicts the distributions of regional productivity (top panel) and pop-
ulation (bottom panel) changes in the case of service trade liberalization. The simple
(unweighted) average productivity change across regions is 0.134%, with standard
deviation of 0.26. The region that loses the most is Brussels with -0.24%, whereas
the region that gains the most is Highlands and Islands (UK) with 1.02%.

Figure 16 depicts the distributions of regional productivity (top panel) and pop-
ulation (bottom panel) changes in the case of goods trade liberalization. The simple
(unweighted) average productivity change across regions is 0.019%, with standard
deviation of 0.038. The region that loses the most is Brussels with -0.08%, whereas
the region that gains the most is Highlands and Islands (UK) with 0.14%. Note that
there is sizable between and within country variation in the distribution of produc-
tivity changes. We have an overall variance of 0.261, with a between Eu countries
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Figure 15: Distribution of productivity and population changes, service trade liberalization.
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Figure 16: Distribution of productivity and population changes, goods trade liberalization.
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component of 0.214, and a within EU countries component of 0.119.

Comparing Figures 15 and 16 reveals that service trade liberalization has effects
that are an order of magnitude larger. The reason is that goods trade is already fairly
liberalized, whereas service trade is still subject to substantial NTBs. Removing those
non-tariff barriers can potentially lead to substantial productivity gains.

Brexit. We now simulate the exit of the uk from the European Union (Brexit). The
results are summarized in Figure 17 for productivity changes, and in Figure 18 for
population changes. As can be seen, regions in the uk and Ireland loose the most
in terms of productivity. However, the larger cities are hit less hard, especially
London. As can be seen from Figure 18, London, Madrid, or Lisbon gain in terms
of population, whereas the remaining regions in those countries loose. Hence, the
changes induced by Brexit are likely to favor the larger city regions at the expense
of smaller regions.
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5 Conclusions

In this paper we provide insights into the impact of NTMs on aggregate country
and regional productivity as well as on population movements. More specifically,
we first develop a model, drawing upon Behrens et al. (2014) and Behrens et al.
(2017), characterized by costly trade, love of variety, heterogeneous firms, labour
mobility as well as endogenous markups and productivity. We subsequently quan-
tify the model using goods and services trade data as well as GDP and population
for European Economic Area (EEA) regions/countries plus other OECD countries:
Australia, Canada, Chile, Israel, Japan, Korea, Mexico, New Zealand, Turkey and the
US. In the first part of our analysis we quantity our model and do counterfactual
analysis at the country-level for both EEA and non-EEA countries. In the second
part of our analysis, we break down EEA countries into the corresponding NUTS-
2 regions. We finally assess the importance of NTMs for productivity, markups,
population and wages by performing a series of counterfactual experiments. More
specifically, we evaluate the impact of implementing the Transatlantic Trade and
Investment Partnership (TTIP) between the EEA and the US.

We separately consider a liberalization of trade in goods and a liberalization of
trade in services (as well as a join liberalization) with the latter being a much cleaner
instance in which NTMs represent the main existing obstacle to international trade.
We find that a liberalization of trade in services will have stronger impacts than a a
liberalization of trade in goods on EEA countries” productivity. However, gains (and
losses) remain modest an in most cases below 1%. Interestingly, countries in the core
of the EEA (Germany, Belgium, the Netherlands, etc.) will mainly loose from TTIP
while peripheral countries will gain. At the same time, large city-regions (Paris,
London) tend to gain less/loose more from deeper service trade integration. The
reason is that their large size confer them an advantage that is larger the harder it is
to trade. As for population changes, they roughly mirror the pattern of productivity
changes and are overall modest. We also perform an additional counterfactual to
further isolate the role of NTMs: the exit of the UK form the EEA (Brexit). When
focusing on trade in services, we find in this scenario sizeable losses for many EEA
countries and in particular for the UK and Ireland (about -1.5% productivity each
and with a decrease in population of respectively 1.12% and 1.35%). Furthermore,
our results suggest changes induced by Brexit are likely to favor the larger city
regions at the expense of smaller regions.
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Two key considerations stem from our analysis. First, our findings suggest TTIP
would not be beneficial to all EEA countries. As a matter of fact, many core EU coun-
tries are expected to lose from the implementation of this agreement. At the same
time, gains and losses would be very unevenly distributed across regions within
a country depending on size, competitiveness and location. This calls for a care-
ful cost-benefit analysis at the EU/EEA level. Second, the seemingly unavoidable
Brexit will bring about losses for many EEA countries (UK and Ireland would loose
1.5% aggregate productivity and more than 1% of their population) while actually
benefiting the rest of the world (US included). We believe these figures call for con-
structive trade negotiations between the EU and the UK in view of what appear to
be substantial mutual benefits.
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Appendix

Appendix A: Computational details

A.1. Derivation of the demand functions.

In this appendix, we derive expression (2). Let A denote the Lagrange multiplier.
The first-order condition for an interior solution to the maximization problem (1)
satisfies

ae™ ) = \po (i), Vi€ 2 (A-1)

and the budget constraint }_, |, 0, Psr(k)gsr(k)dk = E,. Taking the ratio of (A-1) for
i € {25 and j € (2, yields

: N, 1 pw(j)} : :
sr{l) = Qur 4+ —1In |: Vi € QST’/V € er.
0oli) = 1)+ S1n [ 220 :

Multiplying this expression by p,,(j), integrating with respect to j € (2,,, and sum-

ming across all origin regions v we obtain

qST’ Z/ pvr d] - Z/ pvr qu d] +— Z/Z {pvr ] }pvr(])d]’

psr Z
= F,
(A-2)
Using p, = (1/NE) L, [ 0, Por(7)dj, expression (A-2) can be rewritten as follows:
E 1
sr (@ = T; — —In sr / 11’1 vr or d
Gsr (i) Nep, ap( pw [por (7)) Por (5)dj

i E; . l psr pvr Por (]) .

T

which, given the definition of A, yields (2).

A.2. Derivation of the firm-level variables and properties of W

Since firms in country r differ only by their marginal labor requirements, we can
express all firm-level variables in terms of m. Solving the first-order conditions (6)
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for profit maximization, the profit-maximizing prices and quantities, as well as op-
erating profits, are given by:

Trs MWy 1 _ Lsmrsmuwy

W QTs<m) = E (1 - W); Trs = T(W_l + W — 2), (A-3)

prs(m) =

where W denotes the Lambert IV function with argument em /m{, that we suppress
to alleviate notation (see Corless et al., 1996, for a survey). To derive expressions
(A-3) use p? = mZ 75w, so that the first-order condition (6) can be rewritten as

In |:m£s7_rswr:| _1_ Trsmwr.
Prs(m) prs(m)
Taking the exponential of both sides and rearranging terms, we have

m TrsMW, Irsmwr

= e Prs m) .

migs Prs (m

Noting that the Lambert 1V function is defined as ¢ = W (yp)e" (¥ and setting
© = em/m?,, we obtain W(em/m¥;) = 7.smw,/pys(m), which implies p,s(m) as
given in (A-3). The expression for quantities ¢,s(m) = (1/«a) [1 — 7rsmw, /prs(m)]
and the expression for operating profits m,s(m) = Lsqrs(m) [prs(m) — Trsmuw,] are
then straightforward to compute.

Turning to the properties of the Lambert IV function, ¢ = W (p)e"V(¥) implies
that W(p) > 0 for all ¢ > 0. Taking logarithms on both sides of the definition of W
and differentiating yields

W)
p[W(p) +1]

for all ¢ > 0. Finally, we have 0 = W (0)e"(¥), which implies 17 (0) = 0; and
e = W (e)e"(®), which implies T (e) = 1.
Since W(0) = 0, W(e) = 1 and W’ > 0 for all non-negative arguments, we have

W' (p) = >0

0<W <1if0<m < m,. The expressions in (A-3) show that a firm in r with
a draw my; (equal to the cutoff labor requirement for selling to market s) charges
a price equal to marginal cost, faces zero demand, and earns zero operating prof-
its in market s. Furthermore, it follows that dp,s(m)/dm > 0, d¢,s(m)/dm < 0,
and Om,s(m)/0m < 0. In words, firms with higher productivity (lower m) charge
lower prices, sell larger quantities, and earn higher operating profits. These prop-
erties are similar to those of the Melitz (2003) model with ces preferences. Yet, our
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specification with variable demand elasticity also features higher markups for more
productive firms (see, e.g., de Loecker, 2011; de Locker et al., 2016). Indeed, the
origin-destination markup for a firm located in country r and selling to country s is
given by

DPrs\m 1
Aps(m) = . Srszw) =7 (A-4)

thus implying that 94,5(m)/dm < 0. Melitz and Ottaviano (2008) have a similar ef-
fect in their model, yet they use quasi-linear preferences which makes the model not
really amenable to counterfactual analysis. We incorporate this feature of markups
into a full-fledged general equilibrium model with income effects for varieties that
can be taken neatly to the data.

A.3. Equilibrium conditions using the Lambert IV function

In this appendix, we restate the equilibrium conditions (9)—(11) for the multicountry
case using the Lambert IV function.
First, plugging (A-3) into (9), zero expected profits can be rewritten as

m, -1
1ZL8”8/ m [W <e - ) W <e - > —2] dG,(m) = F,. (A-5)
a Ty 0 My my's

Observe that this condition depends solely on the cutoffs m;, and that it is indepen-

dent of the mass of entrants. Using (A-3), the labor market clearing condition (10)
becomes

x

NrE {i;LsTrs /OmTSTn |:]_ 4 (e,r:;i >:| dGT(m) +Fr} = LT- (A'6)

rSs

Finally, using (A-3) the trade balance condition (11) is given by

E m%s m =1
NrwrZLsns/ m|W(e— —1
0 my

s#r rs

mgr m -1
:erNfTsrws/O m W(emx> -1
ST

S#T

dG,(m)

We next apply the region-specific Pareto distributions G,.(m) = (m/m™)* to

T

the system (A-5)—(A-7). We then have a number of integrals that involve the Lambert
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W function. To compute closed-form expressions for those integrals, we use the
change in variables suggested by Corless et al. (1996, p.341). Let

m m
=W (e 7) ,  so that e = ze®, where I¢ {mf,mfs ,

where we drop the subscript r to alleviate notation. The change in variables then
yields dm = (1 + z)e* 1Idz, with the new integration bounds given by 0 and 1. This
allows us to rewrite all integrals in simplified form.

A.3.1. First, consider the following expression, which appears when integrating
firms’ outputs:

[on 1= ()] 4G m) = sy )+ 1541,

where k1 = ke~ (k+1) fol(l — 22) (ze*)Fe*dz > 0 is a constant term which solely
depends on the shape parameter k.

A.3.2. Second, the following expression appears when integrating firms’ operating
profits:

/Ogn |:W (e?) -1 + W (e?) — 2:| dGr(m> = Ko (m;‘naX)fk Ik'H,

where ky = ke (F+1) fol(l +2) (7 +2-2) (z¢*)"e*dz > 0 is a constant term
which solely depends on the shape parameter k.

A.3.3. Third, the following expression appears when deriving the (expenditure
share) weighted average of markups:

m

/oin {W (e %) 2 1474 (e 7) _1] dG, (m) = kg (mm>) =k [k+1)

where k3 = ke~ (k+1) fol(,:f2 — 27 (1 + 2)(ze%)*e*dz > 0 is a constant term which
solely depends on the shape parameter k.
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A.3.4. Finally, the following expression appears when integrating firms’ revenues:
I 1
0 I

where k4 = ke~ (F+1) fol(z_l — 2) (z¢*)Fe*dz > 0 is a constant term which solely
depends on the shape parameter k. Using the expressions for x; and kp, one can
verify that kg = k1 + K.

Using the expressions (A-5)—(A-7) and the results in A.3.1-A.3.4 yields, after some
more tedious but standard algebra, the expressions (12)—(14) given in the main text.

A.4. Other equilibrium expressions

In this appendix, we derive additional expressions that are required to characterize
the equilibrium and to quantify the consequences of changes in trade costs.

A.4.1. The mass of varieties consumed. Using NS as defined in (8), the export
cutoff and the mass of entrants as given by (7) and (15), and making use of the
Pareto distribution, we obtain:

k d\k k
K2 vk Ly Ty Wy a  (mf) Ty Wy K2
NE — , B S Nt A R L A I
" K1+ K2 (mT ) ; Fs(m?ax)k (TST ws) K1+ Ky Tpp ; sTrr Tsr Ws an(ménax)k

Using the definition of 1'®¥, and noting that the summation in the foregoing ex-
pression appears in the equilibrium relationship (16), we can then express the mass

of varieties consumed in region r as given in (17).

A.4.2 The (expenditure share) weighted average markup. Plugging (A-3) and (A-
4) into the definition (18), the (expenditure share) weighted average markup in the
multi-region case can be rewritten as

ZC . 1
" ab Y, NEG (m2,

] ;NSETSTUJS /(;mgr m (W_Z — W_l) dGs(m),

where the argument em/m?,. of the Lambert W function is suppressed to alleviate
notation. As shown in Appendix A.3.3, the integral term in the above expression
is given by 3 (m™)~F(mZ )kl = k3G (m% )m?,.. Using this together with (7) and
E, = w, yields the expression in (18).
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A.4.3. Indirect utility. To derive the indirect utility, we first compute the (un-
weighted) average price across all varieties sold in each market. Multiplying both
sides of (6) by p,s(7), integrating over (2,5, and summing the resulting expressions
across r, we obtain:

1 1 ol
__ 1 = Ly / (i 3
Ps N;f;/gf’“(]) j N§;7r-wr ™ (j)dj + N

s

where the first term is the average of marginal delivered costs. Under the Pareto dis-
tribution, [, m,(j)dj = NE [ mdGs(m) = [k/ (k4 1)]m% NEGs(m?,). Hence,
the (unweighted) average price for region r can be rewritten as follows

_ 1 k T E T OKET k d OCET
Dy = FTC ZS:TSTUJS (/H—l) mers Gs(msr) + Nﬁ = <k—|—1> Dr + Tﬁ, (A-S)

where we have used (8) and p? = T4 wsm?,. Plugging (A-8) into (4) and using (7),
the indirect utility is then given by
Ny o

U, = -,
" k+1 Trrmd

(A-9)

which, together with (17) and (18), yields (20).
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